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When designing any automated process, it will not be long before you will need to address the issue of estimating volumes of future usage. This paper has called this subject “Forecasting”.

This paper will have a summary look at some of the main techniques in this area.

By its very nature, Forecasting is the use of historic performance data to produce a “Trend” in the data which is then applied to estimate future performance levels.

1. Simplest Forecast.

The simplest forecast of future performance is to assume that next month’s performance is the same as last month’s performance. This of course assumes that there is :

1) No growth trend in the data.

2) No decline trend in the data.

3) No cyclical trend in the data.

4) No one off impacts in the data.

This would give us a forecast something like this:

	Previous Month
	Last Month
	This Month (Forecast)
	Next Month (Forecast)

	2120.2
	2099.6
	2099.6
	2099.6


Table 1 - Simple Forecast
While this technique might be considered overly simple, it does have the benefit of having the smallest amount of data manipulation requirement.

2. Average Forecast.

The next simplest forecast is to assume that the average of the last few month’s performance is a good indicator for next month’s performance. Lets look again at how this mechanism might improve on the issues flagged up for the last technique :

	Issues
	Comment

	There is a growth trend
	Better than technique 1 as the Forecast will grow, but will always lag behind trend.

	There is a decline trend
	Also better than technique 1 as the Forecast will decline, but again will always lag behind trend.

	There is a cyclical trend
	Again better than technique 1, especially if the “cycle” is fully contained within the data sample selected.

	There is a one off event
	A good technique for this, because the impact of the event is smoothed over the whole sample. 


This example would give us a forecast something like this:

	(t-5)
	(t-4)
	(t-3)
	(t-2)
	Previous Month

(t-1)
	Last Month 

(t)
	This Month (Forecast 1)
	Next Month (Forecast 2)

	2212.8
	1989.4
	2315.5
	1823.4
	2120.2
	2099.6
	2093.5
	2093.5


Table 2 – Average Forecast
The main issue with this technique is the need to keep a number of periods of “rolling” data (always t to t-x periods).

While this technique might be considered overly simple, it does have the benefit of having the smallest amount of data manipulation requirement.

3. Weighted Average Forecast.

Moving onwards, the next type of forecast is to assume that the value of each month’s performance figures degrades over time. In other words, last month’s performance is more important than the previous month’s figures. Lets look again at how this mechanism might improve on the issues flagged up for the first technique :

	Issues
	Comment

	There is a growth trend
	Better than technique 2 as the Forecast will grow, and the trend lag is reduced.

	There is a decline trend
	Also better than technique 2 as the Forecast will decline, but again the lag will be reduced.

	There is a cyclical trend
	Again better than technique 2, but mainly because the impact of cycles will be reduced as the last month’s figures are the most important.

	There is a one off event
	This is a poor technique if the event is in the last period, but better in other scenarios as the impact reduces more quickly. 


This example would give us a forecast something like this:

	
	(t-5)
	(t-4)
	(t-3)
	(t-2)
	Previous Month

(t-1)
	Last Month 

(t)
	This Month (Forecast 1)
	Next Month (Forecast 2)

	Data
	2212.8
	1989.4
	2315.5
	1823.4
	2120.2
	2099.6
	
	

	Weight
	0.05
	0.11
	0.15
	0.19
	0.23
	0.27
	
	

	Factor
	110.6
	218.8
	347.3
	346.4
	487.6
	566.9
	2077.6
	2077.6


Table 3 – Weighted Simple Forecast
This example is using a fairly linear decay weighting. 

This technique greatly improves the potential accuracy of the forecast for a minimal in the amount of information that needs to be retained.

4. Accelerated Weighted Average Forecast.

Moving on again, the next type of forecast is to assume that the value of each month’s performance figures degrades in a more marked fashion over time. In other words, the decrease in value is accelerated the further back you go. In reality, the right type of weighting scheme you use should be dependent on observation. Looking at this mechanism’s impact on the issues flagged up for the first technique :

	Issues
	Comment

	There is a growth trend
	Better than technique 3 as the Forecast will grow, and the trend lag is reduced still further.

	There is a decline trend
	Also better than technique 3 as the Forecast will decline, and the trend lag will closer.

	There is a cyclical trend
	This technique is OK if the change between time periods is not excessive.

	There is a one off event
	Again, this is a poor technique if the event is in the last period, but better in other scenarios as the impact reduces more quickly. 


This example, if you wanted an exponential decay weighting, this would be :

	Time Period
	Weighting Equation
	Example if ( = 0.5
	Example with remainder allocated

	T
	(
	0.50
	0.51

	t-1
	((1-()
	0.25
	0.26

	t-2
	((1-()2
	0.12
	0.12

	t-3
	((1-()3
	0.06
	0.06

	t-4
	((1-()4
	0.03
	0.03

	t-5
	((1-()5
	0.02
	0.02

	
	
	Remainder 0.02
	Remainder 0


would give us a forecast something like this:

	
	(t-5)
	(t-4)
	(t-3)
	(t-2)
	Previous Month

(t-1)
	Last Month 

(t)
	This Month (Forecast 1)
	Next Month (Forecast 2)

	Data
	2212.8
	1989.4
	2315.5
	1823.4
	2120.2
	2099.6
	
	

	Weight
	0.02
	0.03
	0.06
	0.12
	0.26
	0.51
	
	

	Factor
	44.3
	59.7
	138.9
	218.8
	551.3
	1070.8
	2083.8
	2083.8


Table 4 – Accelerated Weighted Simple Forecast

5. Moving Average Forecast.

One way of cutting back on complexity of the calculation is to contemplate the Moving Average technique. In this example, only last period and a moving average figure is kept. This technique is good for systems which have no historic information to build on.

In this example we will assume that the forecast is 1/3 from the moving average and 2/3 from last period.

	Period
	(t-5)
	(t-4)
	(t-3)
	(t-2)
	(t-1)
	(t)
	Moving Average
	Forecast

	1
	2212.8
	
	
	
	
	
	2212.8
	2212.8

	2
	2212.8
	1989.4
	
	
	
	
	2101.1
	2026.3

	3
	2212.8
	1989.4
	2315.5
	
	
	
	2208.3
	2280.1

	4
	2212.8
	1989.4
	2315.5
	1823.4
	
	
	2015.8
	1886.9

	5
	2212.8
	1989.4
	2315.5
	1823.4
	2120.2
	
	2068.0
	2103.0

	6
	2212.8
	1989.4
	2315.5
	1823.4
	2120.2
	2099.6
	2083.8
	2094.4


Table 5 – Moving Average Forecast

(NB The forecast worked out based on only the period 1 data is obviously a special case.)

With this forecast being based 2/3 on last period and one third on the moving average means it is very susceptible to errors caused by “blips” in the data. Here is exactly the same data with a 1/3 bias on last period and 2/3 on the moving average.

	Period
	(t-5)
	(t-4)
	(t-3)
	(t-2)
	(t-1)
	(t)
	Moving Average
	Forecast

	1
	2212.8
	
	
	
	
	
	2212.8
	2212.8

	2
	2212.8
	1989.4
	
	
	
	
	2101.1
	2064.2

	3
	2212.8
	1989.4
	2315.5
	
	
	
	2208.3
	2243.1

	4
	2212.8
	1989.4
	2315.5
	1823.4
	
	
	2015.8
	1886.9

	5
	2212.8
	1989.4
	2315.5
	1823.4
	2120.2
	
	2068.0
	2103.0

	6
	2212.8
	1989.4
	2315.5
	1823.4
	2120.2
	2099.6
	2083.8
	2094.4


Table 6 – Moving Average Forecast 2

In Summary

The key thing is to experiment and see which technique is best for the situation you are in. In a strange irony, there is no such thing as a wrong answer when it comes to forecasting; it is only doing the best with the information to hand.

In later papers we will look at techniques for measuring the trend in data, incorporating trends into forecasts and measuring the success of the forecasting technique chosen.
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